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Abstract

The paper presents two techniques for obtainingadistribution of the heat transfer coefficigitTC) for the impingement jet
heat exchange problem. The former is an inversewhigh requires solution of the conduction problenthe object targeted by a
jet. The HTC at the surface impinged by a jet ionstructed directly from transient temperature mesments performed at the
back surface of the object. A special formulatidrth® objective function allows for bypassing thenlinearity of the underlying
problem what significantly reduces computing tifiae latter technique is the direct conjugate amalysinvolves solution of the
temperature field in the object together with tlwsvfand temperature fields within the jet and itsraunding. This technique gives
more detailed solution, but is more time consunangl difficult to perform. Additionally the solutiostrongly depends on the
turbulence model that closes the solved systemqobtions. The results of both presented approadbeseveral geometrical

configurations, are compared with the temperateaglings from the infrared camera.

Keywords: inverse analysis, boundary conditions, jet impingement,, turbulence, CFD

1. Introduction

Jet impingement is a method of intensifying heathexge.
It involves a jet flow from a nozzle to a targetearface [1].
The destruction of the boundary layer by the moomantf the
fluid leads to high, local and surface averagedit Heansfer
coefficients. Cooling of crucial parts of car ancteift engines,
turbine blades and electronics, are just few examplhere
impingement cooling is employed. Practical appigabf this
technique requires a development of tools for mtédi the
intensity of the energy transfer at the impingedazes.

The inverse method [2] presented here allows fiirergng

2. Experiment

The single phase jet impingement experiment wasechout
on the test rig schematically presented in Figitle heated ob-
ject, is a steel disk made of made of OH18N9 stambteel of

heater

air inlet infrared

sample  camera

the BC's on the impinged surface by resorting to therjgure 1. Scheme of experimental rig.

superposition principle to build the heat conductimodel.
Then the simultaneous minimization of discrepancessilting
from retrieving the boundary flux and temperatuseveell as
enforcing the constancy in time of the HTC coeffities done.
The current study investigates a spatial distrdouf the heat
transfer coefficient for a single phase air jetptesents the
retrieval of the HTC, by an inverse procedures, deveral
different nozzle diameters in order to verify the-called
effective heat exchange area for each situatiore iflverse
algorithm is implemented in the authors’ in-housdes with the
least square fitting of the mathematical model

diameter d = 60.02mm and thickness h = 5mm. Thenrtale
conductivity, density and specific heat are progidy manu-
facturer and equal to 16.2 W/(mK), 8000 kg/B00 J/(kgK) re-
spectively. The sample is mounted in a PVC tube lwbareens
its back sample against radiative heat exchandge sutround-
ing objects. The tube is placed in a plate mad®arhed poly-
styrene which insulates the side boundary of thrapta The
use of the infrared camera for measuring tempezatguires a
technique of reducing the amount of data. At eachera frame

andoroduces about 8000 sensor readings which belotigetsam-

measurements performed using a modified Levenbergﬂed area, which is far too much to be processdtigninverse

Marquardt method.
regularization allowing for reduction of the influge of the ill-
posedness of the inverse problem on the resules.s€hsitivity
coefficients required for

This technique provides additiona@nalysis. The reduction of the number of measurésnaas

been accomplished by taking advantage of the axistny of
the field. The radius of the sample is divided irgqually

the evaluation of the mlod Spaced rings. Average temperature of all pixeldiwig given

temperatures were computed using MSC.Marc, a comaherc ring was assigned to the mean radius of the rihg. iumber of

FEM code.

The direct analysis is performed in commercial code

Ansys/Fluent. The conjugate approach is aimed latatang the
assumption of the inverse technique and to find st

rings, equal to 21, was determined during the {ssts Fig. 2).
The nozzle is placed on the rail which align itxialy with
the sample and allows for setting the desired wigtato the
sample (see Fig. 3). The compressed ambient airsfim an

appropriate turbulence model for the impingement je electrical heater, where it is heated up to 34QrKthe initial

simulation. As the geometry and boundary conditiGrs
axisymmetric the dimensionality of the analysiseduced what
diminish the necessary computing time.

phase of the experiment the air heats up all pgres nozzle.
The jet released from the nozzle does not impihgedisk but
the screen

*The work was supported by the Polish Ministry afeice, Grant no. 3549/B/T02/2009/37
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Figure 2. Influence of the amount of sensors on IH¥eC
distribution.
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Figure 3. Influence of the amount of sensors on IHC
distribution.

which protects the disk from heating up before steady state
is reached. When the temperature of the heatedcas not
change, the steady state is achieved and themfitzeeid cam-
era, placed 20cm from the back surface of the ditkits re-
cording thermograms. Then the screen is removedttaadir
starts impinging the sample. As seen in the imagesrded by
the camera, when the screen is removed the theamogith a
timet = 0 can readily be recognized. The hot air impintiee
front surface and the sample starts heating up.td@imperature
measurements are taken using a SC-2000 infraredraaon the
back surface of the sample. The images are recadey 0.2
seconds. The experiment is conducted for threeleaiame-
tersd equal to 5, 6 and 7mm. Two distanté®tween the outlet
of the nozzle and the sample are considerddirisl 1@, where
d stands for the diameter of the nozzle. The inteofatime
sampling was selected as 1s and the total timeataf dcquisi-
tion was taken as 30 seconds as after this timehhages of
the temperature field were small.

The inverse analysis requires that the BC is knowr]Si

everywhere except at the impingement surface. eessirface
of the disk is insulated as the disk is mountedaifioamed
polystyrene plate. The back surface of the digkoisinsulated,
because the infrared camera needs a visual acoesBist
surface. The back surface of the sample is in comith the
ambient air and it is cooled down by a natural emtion and
radiation. Those heat losses are neglected dueotd time and
small temperature difference and the surface iatdte as
insulated.

For all measurements the flow of air is adjustechsontain
constant Reynolds number equal to 22000 calculatéd w
respect to nozzle diameter.

An important issue involved with all measuremerststs
uncertainty. It depends on four uncertainties cgmfrom:
direct measurement, object emissivity, temporalrtiogram
association and sensor location. The total unceytadf the

temperature field measurement is determined frotawa of
propagation of error [3] and is equal to 0.35K.sThincertainty
is in the range of the stability provided by thenauical tests.

3. Developed technique

The reconstruction of the HTC is always pursued ugho
the BCs of the Land 29 kind. Therefore, the application of the
developed technique to problems of unknown boundiary
and unknown temperature will be discussed first.

3.1. Procedure of retrieving the heat flux and temperature.

The heat flux is retrieved assuming that a linegablem is
defined in a domai® bounded by a surfade The boundary of
the domain is divided into two parts. First parhoed ad g
where BCs are known arigy where the heat flux is to be found

(see Fig. 4).
unknown BC Ty

known BC T;
Figure 4. Domain of interest.

Applying the superposition principle the temperattield,
depending on positionand timet can be expressed as a sum of
two auxiliary fields:

T(r,t)=Tc ¢ ,t)+T€ ,t); r OQ,t>0 1)

The temperature fieldg corresponds to all known BCs,
known initial condition and homogeneous heat flexd = 0 on
['r. The second temperatuf@ corresponds to actual heat flux
on Nz and homogeneous initial condition and all BCslen
The term homogeneous BC means that for Dirichlet itiond
the temperature is equal to zero, for the Neumamadlition the
prescribed heat flux is zero while for the Robin dition, the
HTC remains intact, while the free stream tempeeafpequals
to 0. The unknown heat flux is approximated by avmn set of
K spatial andJ temporal trial functions

K U

Gr(r ) =D D AN M, (1)

k=1 u=1
To simplify the notation an indgx defined ap=K(u-1)+k
ntroduced. The index corresponds to a prodfidhe k-th
spatial andu-th temporal trial function. The approximating
functions are chosen so their maximum value is Oftee
definition of the trial functions analogous to theted in FEM
means also, thaj, can be interpreted as the values of the heat
flux at association nodes. Therefore, the tempesdix can be
expressed as a sum of auxiliary fieldg multiplied by the
values of unknown heat fluxes, where®, is a temperature
field obtained solving a direct problem with homogeus BCs
on e and zero initial condition. The superposition pije
applied to the temperature field leads to a fornudataining
searched approximation coefficients

P
T(r!t) :TE (I' !t)+quep( vt)
p=1

@

©)
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Equation (3) is valid for arbitrary location anthé and thus
it is valid for the sensor locatioms and moments; where the
measurements have been acquired

T(ri’ts):TE (ri’ts)+iqpep(i’ts) (4)

Such definition of the trial functions has one more hku

advantage. Namely, the auxiliary temperature figlds in fact

the sensitivity coefficientf computed with respect to the value

of the unknown heat flux|, at given locatiorr; and for time
instantt;, As for each combination of sensor location aneti
instant, only one value is measured, and for egtial
location the same number of measurements is taksabscript
z=I(s1)+i running through all measurements is introduced.

_0T(rts) _
aqp

The evaluation of the temperature fied} a commercial
MSC.Marc package have been used. Using this toolvalfor
handling any arbitrary geometry and BCslgn

To determine the unknown fluxeg, the temperatures
calculated from the model are compared with
measurements. Sum of squared residuals writtenefary
product of spatial and temporal function at allqisz yields the
objective function

mlnq’q‘ZlTv ~TA@P? =[T-Tg-3%)?

wrtq

—{J}Vp-ep(r t) ®)

v T

(6)

where superscript] denotes heat flux retrieval andl is a
vector collecting all measured temperatures.

This optimization problem is recast into as soltaf a set
of linear equations by resorting to the necessanditions for
minimum. This se of equations is solved iterativély the

unknown vector of heat fluxegs The entries of the Jacobian are w;thr

just sampled values of the known and invariableiliny

temperature fields®,. Thus, the advantage of the present

formulation is that direct solver is not invokedthin the
iterative loop. Moreover, the Jacobian of the sys(8), whose
values are necessary to use the efficient gradieaged
optimization solvers, is evaluated outside theaifee loop.
Thus, the cost of the inverse method is small. [deee, the
sensitivity coefficients for a given set of funct® may be
computed once and stored in a file. They can be usany
times, if only the geometry of the domain and teé & trial
functions remain unchanged.

Both the temperature and heat flux retrieval proklere
linear and the inverse algorithm can take advantaige¢he
superposition principle. Therefore, the procedureetrieving
the boundary temperature is completely analogoualready
described case of evaluation of the heat fluxedids to nearly
identical optimization formula

min ®" = erv -T,S(MP =[T-T2-3T]2 )

w.rt.T

3.2. Procedure of retrieving the heat transfer coefficient.

A standard inverse technique of retrieving HTC costlart
with an approximation of the HTC using the conceptrial
functions so the procedure would be analogousagtaviously
described. However, the dependence of the temperfiéld on
the HTC is nonlinear so that the superpositiongipie cannot
be used and moreover the sensitivity coefficieefsethd on the
solution. This means that a direct problem solvet dacobian
evaluation procedure should be invoked at everp stiethe

iterative minimization of the least squares funutib As the
determination of the sensitivity coefficients talaser 90% of
whole computing time, it is a serious drawback. Pheposed
inverse technique aims at circumventing this difig. There
are two ways of accelerating the inverse procedBmgh of
them relay on the application of the Newton coolag

O/ (T =T ) (8)

This formula allows for expressing the unknown HTEaa
function of the retrieved heat flux and boundamperature. If
the definition of the Robin BC is introduced after the
temperature and flux are retrieved the techniquecalied
implicit. The definition of the trial functions ensure thhe
obtained approximations of temperature and heat fine
continuous in space and time. However, as the teahpe and
heat fluxes are retrieved independently, the HTICuated for
a given locationk varies in time. As a result, the HTC is
different at the beginning and the end of eache timerval

h,#...#2hy1#hy foru=1,..U

To produce constant values,
determined. However,

©

the physical correctness athsa

theprocedure is doubtful.

The constancy in time can be achieved using thposexd
explicit technique. Here, the Newton cooling law is usefbrige
the temperature and heat flux are known. In thi® ¢he HTC is
a decision variable in the optimization formulaeTirst step of
the algorithm is the reformulation of the leastas algorithm.
The functional minimizes the discrepancy of the sled and
measure temperature and heat flux. This is achiebed
summing up the functionals arising in the probleheetrieving
the boundary heat flux (6) and temperature (7) aad be
written as

~ V ~
min = Y[, ~T (O + Y[, T’ (10)
v=l v=1

In the next step, the heat flux is eliminated frahe
functional by resorting to the Newton law of coglin(8)
(Robin’s boundary condition). At this point the HTCaagiven
location is enforced to be constant. Finally, theimized
functional takes a following form

min ®= ZF -TTr +Z[T STATIR= gy
=[T-T{-J"]?

where vectoa contains values of both temperatures and HTC.

This not only reduces the number of unknowns bsb al
improves the stability of the algorithm. The pricepay is a
more complex Jacobian definition and more unknownghe
objective functions. Minimization of (11) is accolisped using
the already described approach utilized when rétrie the
boundary heat flux or temperature. The searchegeeatures
and the HTC are found in the least square sensehvéals to
the overdetermined set of equation. The set tomhed is twice
times bigger than in the case of temperature ot Hiea
retrieval. The double amount of equations comesmfro
summation of the two functionals. The vector of mmkns a
consists of two parts of different lengths. Thetfjpart contains
k*u temperatures while the second pavilues of the HTC.

3.3. Validation procedure.

There are three techniques that allow for checking
quality of the solution of the inverse problem. Tirst one is
the behavior of the vector of retrieved unknownse Values of

time average HTC are
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the retrieved BC allows for judging the physical ectness of
the solution, i.e. if the temperature increasesnie or the heat
flux or HTC decrease with the distance from the mgeiment
area. It is important to see whether the physioalstrains are
fulfilled, but it will not quantify the accuracy dhe solution.
Thus, two more measures of the quality of the smiutre
introduced.

The first uses the value of the objective funcii@meturned
by the optimization solver along with the optimalwes of the
decision variables i.eg, or T, for theimplicit or T, andh, for

the inverse analysis. One have to keep in mind that
conjugate analysis requires couple of weeks (sinkpig to

produce the results, while for the inverse analitsis a matter
of hours. However, if the HTC is constant in time&ldahe aim
of the analysis is to find its spatial distributithre time required
for the conjugate analysis can be significantlyucsl. In that
case only the initial time of the phenomenon hasebe

simulated. Namely, the analysis has to be perforfrem the
moment of the impingement to an occurrence of thidy f
developed velocity field. This time depends on gleemetrical

the explicit scheme. The smaller the value of the objectiveconfiguration but is in the range of 1s. The anedysonducted

function is, the better the approximation fits theasurements.
For different tests, different number of equaticosresponding
to the number of measuremertsis solved. To compare two
cases an average value of the objective functiangbéhe
measure of the mean distance between the measuseamh
the approximation is considered

(12)

The second, is a posteriori technique of asseskaguality
of the inverse solution. It requires an addition uf the heat
conduction solver. The idea is, that once the iblistion of the
HTC is retrieved, all unambiguity conditions are wmo Thus,
the heat conduction problem can be solved direcilge
geometry, material properties and numerical meshdantical
with those used for the genuine inverse analysibe T
temperatures from the check run are then compaitdd the
measurements for all sensor locatiprand timeds. The RMS
value of temperature discrepancies given as

Voo
A Z(Tv _Tv)2
— Yv=l

RMSerror - V;

is then taken as a measure of the quality of tiatisa. This
value is expected to be less or at least equah¢oassessed
temperature uncertainty (measurement error), greaddue
would implicate an unstable result.

The selection of the best solution requires cherkihtwo
criteria. The first criterion is the value of thbjective function
@,. The significantly different distributions of thdTC may
produce similar values of the objective functiohefiefore, not
a single result but all solutions fulfilling

®, 0(P,,, 1.1

are considered as potentially the best. Out of tlleen one
which gave the least RMS temperature error fronctieek run
of the inverse procedure is selected.

(13)

(14)

zmin? zmin )

3.4. Conjugate analysis.

Even the simplest, submerged single phase jet,ctdire

conjugate simulation requires careful selectiothefturbulence
model. For more complex configurations involvingotwhase
flow, phase change etc., CFD does not offer reliabbzlels.
The aim of this simulation is to validate the massumption of

the inverse model. The crucial assumption made his t

invariability of the HTC in time. Secondary purposé the
conjugate analysis is to test the performance ofioua
turbulence models in reproducing both physics efjét and the
heat exchange associated with the impingement. afladysis
was conducted in Ansys/Fluent, a commercial packaie
Gambit used as a preprocessor. All of the commaosid in
practice turbulence models form the simplest to- the RSM
which are implemented in Ansys/Fluent were appliedthe
same case and compared to measurements and thregdiraf

in this thesis considered much bigger time interaal the
temperature field, at the back side of the sampés] to be
compared with the measurements. Thus the simutatedwas
chosen as 8s.

The case at hand involves air jet released fromb5tnen
nozzle located at the distance of 5 nozzle diarsgtem the
targeted object. As the geometry and BC’s are axisgiric
and the influence of the gravity on the solutiomegligible,
problem is treated as axisymmetric. Thus, only 2idrgetry
have to be generated. The geometry with prescrib@ts is
shown in Fig. 5. To obtain fully developed flow,rpaf the air
supplying pipe has to be included in the model ttogrewith the
part of the air surrounding the targeted object.

pressure outlet _

insulation

mass flow inlet

% \

1

&

FE |

{
symmetr)-axis/ nozzle " targetted object

Figure 5. Computational domain.

To capture the effect of a boundary layer destonckly the
momentum of the jet as well as the velocity chanigeshe
impinged region, very fine mesh has been creatddeivicinity
of the stagnation zone and along the impinged serf# the
sample. Additionally, the turbulence models reqliiceeation
of the so called boundary layer to fulfill tlye < 1 condition.
The mesh size growths further from the sample aagdhes its
maximal size near the outlet condition. The finaesof the
mesh was determined during the mesh independesise £& a
result of those tests, a quadrilateral mesh congisif 150k
elements was created (see Fig. 6).

The conjugate flow and heat analysis is solvablly dn
closure equations modelling the turbulence are raghge to the
conservation equations of mass, momentum and enseygral
turbulence models are implemented in the Ansysfilue
package used in this research. Numerous recomniensiat
concerning the turbulence model appropriate for eliod) jet
impingement have been found in the literature. fiddally, the
recent version of the Ansys/Fluentr package two mevdels
designed for the transition flows are introduced.ifivestigate
the differences between the available models athen were
tested for the same experimental setup. The onljtearmodel
is the Spalart-Allmaras equation which is not ratgvto the
considered case. Some turbulence models, offepdisibility
of using the wall functions to model the near waljion. The
fine mesh present in the vicinity of the impingesiface forces



CMM-2011 — Computer Methods in Mechanics

9-12 May 2011, Warsaw, Poland

enabling the enhanced wall treatment (EWT) whendhier

option is present.

Figure 6. Numerical mesh.

HTC, presented in Fig. 8, shows that the resulhgtsodepends
on chosen turbulence model. Thus the accuracy efHfC
distribution obtained by any of those models i asubtful.
To select the most appropriate model, the RMS teatper
differences for all 21 points distributed evenlgrad the radius
of the sample and whole considered time intervals wa
calculated. The comparison for the most importanintpi.e. the
stagnation point are depicted in Fig. 9.

4. Results
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4.1. Conjugate analysis.

The results of the conjugate analysis show, thatHITC is
constant in time for the impingement heat excharige,all
except of the k-kkv model. A sample results, obtained for the

realizable ke model, are given in Fig. 7.
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Figure 7. Distribution the HTC for various time iasts.
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Figure 8. Reconstructed spatial distribution of HTeC.

The CFD simulation justified the introduction of teelicit
scheme in the inverse algorithm. The spatial distion of the

Figure 9. Comparison of the temperatures at a atagnpoint.

Additionally, one have to notice, that the conjeganalysis did
not produced conclusive results i.e. non of the etwd
reproduced the measured temperatures correctlyhéoentire
radius. Out of the tested turbulence models the R&l linear
pressure strain and theckachieved the best overall agreement
with the measurements. As the former is less coatioutally
demanding, it will be used for all other geometrica
configurations.

4.2. Inverse analysis.

The spatial distributions obtained for nozgke7mm located 5
diameters away from the impinged object are degpidte
Fig. 10. Both inverse algorithms produced resulteketh by the
least®, and RMS error for two temporal functions and the
shortest temporal interval equal to 4s. ERdicit scheme result
is obtained for five while thamplicit for four spatial functions.

—CFD
—m— Explicit
- =i - Implicit

1000 4
L

HTC, Wim?K

200

0 T T |
0 0.01

Figure 10. Spatial distributions of the HTC for 7mmozzle
locatedl=5d from the object.

Forr > 8mm results are identical and very close todihect
simulation. For smaller radial coordinate thmplicit scheme
produces values lower by 20% than teelicit one. Both
schemes produced different peak value of the HT@ thair
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conjugate counterpart. While the objective functi@ues for
both schemes, shown in Table 1 are identical, theSRM
temperature errors are 40% bigger foritimplicit scheme. This
means, that the overall agreement for the expsiclieme is
better.

Table 1. Value of the objective function and RMS penature
error ford=7mmI=5d
®, 2 RMSerror
Implicit 0.026 0.035
Explicit 0.026 0.027
CFD - 0.075

For the 7mm nozzle placed 70mm far from the stés},d
the peak value of the HTC predicted by both inverdemes is
bigger by about 30% than the predicted by conjugieilation
(see Fig. 11). The best spatial distributions ef T C in terms

250

—CFD
f‘\ —u— Explicit
200 AN - -A - Implicit
N
N§150
=
e
££100 -
50
0 T T )

0 0.01

—— Direct 5mm
—— Direct 6mm
Direct 7mm
—®— 5mm
—A— 6mm
7mm

HTC, Wim?K

0 ‘ — !
0.03

Figure 12. Spatial distributions of the HTC for 7mmozzle
locatedl=10d from the object.

The literature study [1], [4] revealed that the lpgalue of
the HTC increases with the increase of the nozieeeter up
to I+5 and decrease afterwards. The descent oHF@ with
radial coordinate is higher for the smaller nozzlekich
implicates lower HTC for average radial coordindtee HTC
value forr > 4d does not depends on the nozzle diameter, but
only on the Reynolds number. This behaviour is comdd by
the results of the direct analyses and all but anerse
analysis. Only the distribution obtained for therBrjet produce
the lowest value for=0.01. For all nozzle diameters, the
inverse analysis is unable to capture the preseficeecond
extremum located near the stagnation zone. It eaexplained
by the fact that there is no possibility to putaatilitional spatial
trial function in the vicinity of the secondary fre@nd maintain
the stability of the scheme. Yet, both the magrétadd shape
of the HTC distribution is well captured.

Figure 11. Spatial distributions of the HTC for 7mmuzzle
locatedl=10d from the object.

of the objective function and RMS temperature errars
obtained for five spatial and three temporal fumtsi extend
over 8s time interval. The shape of both splinesvary similar
for r<0.012mm. For greater radial coordinate timaplicit
scheme produces slightly higher values. Again hie values
of the objective function (see Table 2) are neddntical,
while the RMS error is much higher for thmplicit scheme.

Table 2. Value of the objective function and RMS penature
error ford=7mmI=10d

®, 2 RMSerror
Implicit 0.029 0.421
Explicit 0.031 0.032
CFD - 0.068

As the result of the inverse algorithms are vepselto one
another, the reason behind this difference in RM&ptrature
error is the temporal variation of the result ftwe implicit
scheme.

For all tested nozzle diametes and nozzle to object
distance | the results obtained from the inver¢es®s exhibit
good agreement with the findings of the direct agaie
analysis. Generally, theexplicit scheme predicts HTC
distribution closer to the direct simulation th&e implicit one.
Thus, the results of this scheme are compared ¢oGRD
results below. In the case of the nozzle locatedeclto the
sample (see Fig. 12), the retrieval quality is vgopd for the
smallest and the largest nozzle. For the 6mm natdeHTC
distribution seems to be underpredicted.

350 —— Direct 5mm
—— Direct 6mm
300 » i
AN Direct 7mm
—®— 5mm
250 ‘ y"\\ —A— 6mm
X N 7mm
£200 \\
N
% ~ E\;\
©150

0.02 0.03|

Figure 13. Spatial distributions of the HTC for 7mmozzle
locatedl=10d from the object.

For the second tested nozzle to sample distérb@d the
results are shown in Fig. 13. For all tested nozitemeters,
there are significant differences in the HTC in giagnation
zone. Namely, the HTC values predicted by the iswer
procedure are higher than in the case of the direnjugate
analysis. For 5mm and 6mm nozzles the HTC decreapatly
with the radial coordinate and for the second spétinction it
is lower than the CFD prediction. This might ind&athat the
peak value is overestimated while the one for sgdanction
underpredicted. Further from the stagnation pole HTC
predictions are nearly identical for all nozzle rdeers. The
peak value of the HTC for both inverse and direotusation
decreases with the increase of the nozzle diameétarh is in
accordance with literature and common sense. Thaltsefor
submerged jet shows superiority of the explicitesnb over the
implicit one. Although, for some tested cases, takie of the
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objective function is similar for both schemes, tRMS
temperature difference for all configurations isafier for the
explicit one.

5. Conclusions

The results obtained for the submerged air jetttayewith
conjugate analysis proved that the developed ievershnique
can successfully be applied to retrieve the HTCritlistion for
various geometrical configurations and jet parametdhe
spatial distribution is often retrieved for fiveat@l functions
which allows for capturing both magnitude and shapéhe
HTC distribution. Yet, still the solution is smoothdy the
approximation of both spatial and temporal triahdtions
involved in the inverse procedure and thus, sontaildeof the
variation of the function are lost. This can be evhed
especially for largel=d for air jet, where the extremum shifted
from the stagnation zone is not reproduced by theerse
technique.

The temperature measurements are closer to thésresu
the inverse analysis than to that of the CFD sirmanat It is
important to notice that the inverse analysis doessretrieve
the local maximum of the HTC. The attempt to apprate the
HTC distribution using more functions placed in #tagnation
zone failed to produce feasible results. Such aaWehis a
common feature of the inverse procedures. The acyguwf the
solution is always a compromise between the stabif the
solution and the desired amount of information fritve inverse
analysis.

The most troublesome problem when in CFD simulatiens
the usage of proper turbulence model. Even fortively
simple single phase submerged jet the turbulencgehmays
crucial role in the simulation process. Besides, the
computational time for the direct analysis is mingher than
its inverse counterpart. Inverse analysis requihesvever
temperature measurements and it is able to retoede low
order approximation of the HTC distribution. Thusfléttens
the HTC value in the stagnation region. As a reshét value of
the HTC is under predicted. The temperature compasgfows
very good agreement between the inverse results thad
measurements. It shows that despite the fact thtahlhdetails
are retrieved the general agreement is good fornafizle
diameters and nozzle to sample distances. Furthexlabment
of the code is necessary to improve its stability anake
possible to retrieve the HTC using higher numbdunétions.
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